


Introduction to the Practice of Statis-
tics presents a wide variety of appli-
cations from diverse disciplines. The 
following list indicates the number 
of Examples and Exercises related to 
different fields. Note that some items 
appear in more than one category.

Examples by Application
Agriculture:
3.19, 4.19, 14.8, 14.9, 15.13, 15.14

Business and consumers:
1.1, 1.2, 1.15, 1.16, 1.23, 1.24, 1.25, 
1.26, 1.27, 1.28, 1.30, 1.31, 1.36, 1.47, 
1.48, 2.2, 2.8, 2.9, 2.10, 2.11, 2.14, 
2.15, 2.16, 2.24, 2.30, 2.31, 2.40, 2.41, 
2.43, 3.1, 3.7, 3.9, 3.11, 3.12, 3.13, 3.14, 
3.16, 3.17, 3.23, 3.24, 3.25, 3.29, 3.30, 
3.31, 3.38, 4.38, 5.2, 5.3, 5.4, 5.5, 5.16, 
5.17, 5.18, 5.21, 5.22, 5.23, 5.24, 5.26, 
6.4, 6.5, 6.6, 6.7, 6.8, 6.9, 6.10, 6.11, 
6.12, 6.13, 6.14, 6.20, 8.5, 8.6, 10.11, 
10.12, 10.13, 11.2, 12.1, 12.2, 12.3, 
12.4, 12.5, 12.6, 12.7, 12.8, 12.9, 
12.10, 12.11, 12.12, 12.13, 12.14, 
12.15, 12.16, 12.17, 12.18, 12.19, 
12.20, 12.21, 12.22, 12.23, 12.24, 
12.25, 13.1, 13.2, 14.6, 14.10, 14.11, 
15.9, 16.1, 16.2, 16.3, 16.10, 17.2, 
17.20, 17.21

Demographics and characteristics 
of people:
1.36, 1.38, 1.39, 5.1, 5.8, 5.12, 5.13, 
5.14, 5.19, 5.25, 5.30, 6.4, 6.5, 6.6, 
6.7, 6.8, 6.9, 6.10, 6.11, 6.12, 6.13, 
6.14, 6.15, 6.20, 7.1, 7.2, 7.3, 7.13, 
12.2, 12.3, 12.4, 12.5, 12.6, 12.7, 
12.8, 12.9, 12.10, 12.11, 12.12, 12.13, 
12.14, 12.15, 12.16, 12.17, 12.18, 
12.19, 12.20, 12.21, 12.22, 12.23, 
12.24, 13.7, 13.8

Economics and Finance:
6.31, 7.4, 7.5, 7.6

Education and child development:
1.3, 1.4, 1.5, 1.6, 1.13, 1.17, 1.19, 
1.20, 1.29, 1.35, 1.37, 1.40, 1.41, 
1.43, 1.44, 1.45, 1.46, 3.2, 3.8, 3.10, 
3.20, 3.21, 3.38, 4.18, 4.22, 4.32, 
4.33, 4.34, 4.45, 6.3, 6.16, 6.19, 6.27, 

7.14, 7.15, 7.18, 11.1, 12.26, 12.27, 
15.8, 15.9, 15.10, 16.4, 16.5, 16.6, 
16.8, 16.9, 16.11, 16.12, 16.13, 17.19

Environment:
3.33, 6.1, 6.17, 6.18, 6.30

Ethics:
3.34, 3.35, 3.36, 3.37, 3.38, 3.39, 
3.40, 3.41, 6.24, 6.25, 6.26

Health and nutrition:
1.11, 1.12, 1.13, 1.21, 1.22, 1.33, 2.1, 
2.3, 2.4, 2.5, 2.6, 2.12, 2.13, 2.18, 
2.19, 2.20, 2.21, 2.22, 2.23, 2.25, 
2.27, 2.28, 2.29, 2.32, 2.34, 2.35, 
2.36, 2.37, 2.38, 2.39, 2.43, 2.44, 3.4, 
3.5, 3.6, 3.15, 3.18, 3.34, 3.37, 3.39, 
4.20, 4.21, 4.26, 4.30, 4.39, 4.41, 5.1, 
5.15, 5.19, 5.20, 6.2, 6.15, 6.24, 6.29, 
7.16, 7.17, 7.19, 7.20, 7.21, 7.22, 
7.23, 8.4, 8.5, 8.6, 8.11, 8.13, 9.8, 
9.9, 9.10, 9.11, 9.14, 9.15, 9.16, 9.17, 
9.18, 10.1, 10.2, 10.3, 10.4, 10.5, 
10.6, 10.7, 10.8, 10.9, 10.10, 10.14, 
10.15, 10.16, 10.17, 10.18, 10.19, 
10.20, 10.21, 10.22, 10.23, 10.24, 
10.25, 10.26, 13.3, 13.4, 13.5, 13.6, 
13.7, 13.8, 13.10, 16.14

Humanities and social sciences:
1.32, 3.3, 3.16, 3.27, 3.28, 3.32, 3.40, 
3.41, 4.9, 4.10, 4.11, 4.47, 4.48, 5.12, 
5.13, 5.14, 6.25, 6.27, 7.7, 7.8, 7.9, 
7.12, 8.1, 8.2, 8.3, 8.10, 8.12, 9.1, 9.2, 
9.3, 9.4, 9.5, 9.6, 9.7, 9.12, 9.13, 12.3, 
13.8, 13.9, 14.1, 14.2, 14.3, 14.4, 
14.5, 14.7

International:
1.23, 1.24, 1.25, 1.26, 1.27, 1.36, 1.47, 
2.11, 2.15, 2.16, 2.17, 2.26, 3.23, 3.24, 
3.25, 5.29, 11.2, 15.6, 16.1, 16.2, 16.3

Law and government data:
3.1, 3.2, 3.3, 3.26, 3.36

Manufacturing, products, 
and processes:
3.22, 5.11, 5.15, 5.29, 6.17, 6.18, 
6.30, 6.32, 10.11, 10.12, 10.13, 17.1, 
17.2, 17.3, 17.4, 17.5, 17.6, 17.7, 
17.8, 17.9, 17.10, 17.11, 17.12, 17.13, 
17.14, 17.15, 17.16, 17.17, 17.18, 
17.19, 17.20, 17.21

Science:
1.34, 6.28

Sports and leisure:
1.1, 1.2, 1.40, 1.41, 1.43, 1.44, 1.45, 
1.48, 2.17, 3.4, 3.5, 3.6, 4.17, 4.27, 
4.31, 4.35, 4.36, 4.37, 4.42, 4.43, 
4.46, 6.32, 7.1, 7.2, 7.3, 7.10, 7.11, 
8.8, 9.3, 9.4, 9.5, 9.6, 9.7, 9.12, 9.13, 
14.6, 14.10, 14.11, 15.1, 15.2, 15.3, 
15.4, 15.5, 15.7, 15.11, 15.12, 16.7

Students:
1.3, 1.4, 1.5, 1.6, 1.19, 1.20, 1.35, 
2.7, 4.32, 4.33, 4.34, 4.45, 5.1, 5.10, 
5.19, 5.28, 6.3, 6.4, 6.5, 6.6, 6.7, 6.8, 
6.9, 6.10, 6.11, 6.12, 6.13, 6.14, 6.15, 
6.16, 6.19, 6.20, 7.1, 7.2, 7.3, 8.7, 8.8, 
8.9, 10.1, 10.2, 10.3, 10.4, 10.5, 10.6, 
10.7, 10.8, 10.9, 10.10, 10.15, 10.25, 
10.26, 11.1, 12.3, 16.4, 16.5, 16.6, 
16.8, 16.9, 16.13

Technology and the Internet:
1.1, 1.2, 1.7, 1.8, 1.9, 1.10, 2.26, 3.7, 
3.11, 3.12, 3.13, 3.17, 4.26, 4.43, 
4.47, 4.48, 5.8, 5.9, 5.27, 5.28, 5.30, 
6.28, 7.1, 7.2, 7.3, 7.10, 7.11, 8.1, 8.2, 
8.3, 8.10, 8.12, 9.1, 9.2, 12.1, 12.3, 
12.4, 12.5, 12.6, 12.7, 12.8, 12.9, 
12.10, 12.11, 12.12, 12.13, 12.14, 
12.15, 12.16, 12.17, 12.18, 12.19, 
12.20, 12.21, 12.22, 12.23, 12.24, 
13.1, 13.2, 14.1, 14.2, 14.3, 14.4, 
14.5, 14.7, 15.6, 15.7

Exercises by Application
Agriculture:
1.71, 3.64, 3.65, 5.45, 5.46, 5.83, 6.130, 
6.131, 12.3, 12.8, 12.13, 13.43, 13.44, 
13.45, 13.46, 13.47, 13.48, 13.49, 
13.50, 14.31, 14.32, 14.33, 17.75, 17.76

Business and consumers:
1.1, 1.5, 1.8, 1.9, 1.36, 1.37, 1.38, 1.39, 
1.47, 1.49, 1.50, 1.53, 1.59, 1.61, 1.62, 
1.63, 1.67, 1.68, 1.69, 1.70, 1.77, 1.79, 
1.81, 1.156, 1.159, 1.160, 1.161, 1.162, 
1.163, 1.174, 2.3, 2.7, 2.10, 2.11, 2.12, 
2.13, 2.14, 2.15, 2.16, 2.17, 2.26, 2.27, 
2.36, 2.38, 2.39, 2.48, 2.49, 2.51, 2.52, 
2.53, 2.54, 2.79, 2.80, 2.91, 2.110, 
2.140, 2.149, 2.150, 2.151, 2.152, 
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Economics and finance:
5.28, 5.34, 5.58, 5.87, 5.88, 7.87, 
10.7, 10.22, 10.25, 10.26, 10.45, 
10.46, 10.47, 17.33, 17.34, 17.73

Education and child development:
1.2, 1.3, 1.4, 1.6, 1.7, 1.13, 1.14, 1.17, 
1.20, 1.21, 1.22, 1.23, 1.24, 1.43, 1.44, 
1.45, 1.48, 1.51, 1.52, 1.54, 1.55, 1.56, 
1.57, 1.60, 1.101, 1.102, 1.103, 1.104, 
1.105, 1.106, 1.107, 1.108, 1.112, 
1.113, 1.114, 1.115, 1.116, 1.117, 
1.120, 1.121, 1.132, 1.133, 1.134, 
1.135, 1.136, 1.137, 1.138, 1.139, 
1.140, 1.141, 1.142, 1.143, 1.173, 
1.176, 2.1, 2.21, 2.33, 2.34, 2.45, 2.59, 
2.61, 2.73, 2.74, 2.75, 2.76, 2.77, 2.84, 
2.87, 2.88, 2.89, 2.90, 2.98, 2.99, 2.100, 
2.101, 2.106, 2.113, 2.121, 2.125, 
2.137, 2.142, 2.145, 2.157, 2.158, 
2.159, 2.175, 2.176, 2.177, 3.10, 3.20, 
3.24, 3.25, 3.48, 3.52, 3.82, 3.107, 
3.129, 3.132, 3.134, 4.33, 4.46, 4.49, 
4.50, 4.99, 4.100, 4.113, 4.114, 4.115, 
4.116, 4.117, 4.118, 4.119, 4.120, 
4.126, 4.127, 4.142, 4.145, 4.146, 5.22, 
5.24, 5.35, 5.64, 5.86, 6.56, 6.64, 6.65, 
6.66, 6.71, 6.97, 6.119, 6.123, 6.125, 
7.45, 7.50, 7.51, 7.133, 7.137, 7.138, 
7.143, 8.59, 8.94, 9.25, 9.26, 9.27, 
9.28, 9.33, 9.34, 9.35, 9.39, 9.40, 9.41, 
9.42, 9.43, 10.10, 10.11, 10.12, 10.13, 
10.14, 10.16, 10.17, 10.18, 10.19, 
10.20, 10.21, 10.24, 10.38, 10.44, 
10.48, 10.51, 10.52, 10.53, 11.1, 11.3, 
11.5, 11.6, 11.13, 11.18, 11.29, 11.30, 
11.31, 11.32, 12.13, 12.15, 12.17, 
12.20, 12.21, 12.61, 12.62, 12.66, 
13.9, 13.32, 13.52, 13.53, 13.54, 13.55, 
14.47, 14.48, 14.49, 14.50, 15.8, 15.9, 
15.10, 15.11, 15.12, 15.13, 15.16, 
15.17, 15.18, 15.19, 15.34, 15.46, 
16.18, 16.19, 16.26, 16.27, 16.37, 
16.43, 16.45, 16.50, 16.51, 16.52, 
16.56, 16.59, 16.65, 16.68, 16.71, 
16.72, 16.79, 16.85, 16.86, 16.87, 
16.88, 17.79

Environment:
1.30, 1.31, 1.34, 1.35, 1.64, 1.65, 
1.66, 1.72, 1.83, 1.88, 1.89, 1.96, 
1.100, 1.152, 1.153, 1.156, 2.126, 
3.47, 3.49, 3.73, 5.23, 5.45, 5.46, 
5.77, 6.35, 6.68, 6.69, 6.116, 6.117, 
7.31, 7.77, 7.78, 7.85, 7.86, 7.93, 
7.95, 7.96, 7.97, 7.105, 7.106, 7.107, 
7.108, 7.110, 7.111, 7.129, 7.132, 

8.78, 8.98, 9.55, 10.29, 10.32, 10.33, 
10.34, 10.35, 10.36, 10.37, 10.54, 
10.55, 10.56, 10.57, 11.20, 11.42, 
11.43, 11.44, 11.45, 11.46, 11.47, 
11.48, 11.49, 11.50, 11.51, 11.52, 
12.14, 12.16, 12.18, 13.12, 13.42, 
13.51, 15.24, 15.25, 15.26, 15.27, 
15.28, 15.29, 15.35, 15.45, 15.51, 
16.28, 16.31, 16.74, 16.75

Ethics:
3.96, 3.97, 3.98, 3.99, 3.100, 3.101, 
3.102, 3.103, 3.104, 3.105, 3.106, 
3.107, 3.108, 3.109, 3.110, 3.111, 
3.112, 3.113, 3.114, 3.115, 3.116, 
3.117, 3.119, 3.120, 3.132, 3.133, 
3.134, 3.135, 3.136, 3.137, 3.138, 
4.113, 4.114, 5.51, 5.52, 5.53, 5.54, 
5.55, 5.59, 5.61, 5.81, 6.11, 6.91, 
6.92, 6.94, 6.96, 6.100, 6.101, 6.103, 
6.104, 7.38, 7.47, 8.33, 8.71, 8.92, 
8.93, 8.98, 8.99, 16.98, 16.99

Health and nutrition:
1.15, 1.18, 1.19, 1.73, 1.74, 1.75, 
1.82, 1.97, 1.144, 1.145, 1.146, 1.151, 
1.157, 1.158, 1.169, 1.170, 1.171, 
1.172, 2.2, 2.4, 2.8, 2.18, 2.19, 2.20, 
2.35, 2.43, 2.44, 2.62, 2.63, 2.64, 2.66, 
2.67, 2.68, 2.69, 2.70, 2.86, 2.92, 2.93, 
2.94, 2.95, 2.108, 2.109, 2.115, 2.116, 
2.117, 2.118, 2.119, 2.120, 2.123, 
2.127, 2.128, 2.129, 2.130, 2.135, 
2.136, 2.139, 2.140, 2.141, 2.143, 
2.144, 2.170, 2.171, 2.174, 2.178, 3.1, 
3.8, 3.11, 3.14, 3.16, 3.18, 3.19, 3.21, 
3.26, 3.36, 3.37, 3.38, 3.43, 3.45, 
3.75, 3.96, 3.100, 3.101, 3.105, 3.106, 
3.109, 3.110, 3.112, 3.114, 3.117, 
3.124, 3.130, 3.131, 3.136, 4.29, 4.30, 
4.35, 4.39, 4.42, 4.43, 4.44, 4.45, 
4.79, 4.82, 4.85, 4.90, 4.107, 4.108, 
4.109, 4.111, 4.112, 4.129, 4.130, 
4.131, 4.148, 5.21, 5.25, 5.27, 5.32, 
5.33, 5.50, 5.56, 5.65, 6.17, 6.18, 6.19, 
6.20, 6.23, 6.26, 6.33, 6.34, 6.39, 6.60, 
6.67, 6.72, 6.96, 6.99, 6.118, 6.124, 
6.125, 6.129, 7.32, 7.34, 7.35, 7.36, 
7.37, 7.43, 7.44, 7.48, 7.49, 7.53, 7.61, 
7.74, 7.75, 7.76, 7.79, 7.80, 7.89, 7.92, 
7.94, 7.98, 7.100, 7.101, 7.103, 7.104, 
7.109, 7.121, 7.127, 7.134, 7.136, 
7.140, 7.141, 7.142, 8.13, 8.16, 8.18, 
8.23, 8.24, 8.42, 8.43, 8.58, 8.59, 8.74, 
8.75, 8.76, 8.77, 8.89, 8.90, 9.4, 9.5, 
9.6, 9.7, 9.8, 9.14, 9.15, 9.16, 9.17, 
9.22, 10.2, 10.5, 10.6, 10.23, 10.42, 

2.153, 2.154, 2.155, 2.156, 2.162, 
2.163, 2.164, 2.165, 2.166, 2.167, 2.168, 
2.172, 3.4, 3.5, 3.9, 3.12, 3.13, 3.15, 
3.22, 3.23, 3.27, 3.28, 3.29, 3.30, 3.31, 
3.35, 3.39, 3.40, 3.41, 3.42, 3.44, 3.53, 
3.59, 3.60, 3.66, 3.76, 3.113, 3.119, 
3.123, 3.126, 3.127, 4.38, 4.83, 4.91, 
4.92, 4.93, 4.94, 4.121, 4.122, 4.123, 
4.124, 4.125, 4.128, 4.141, 4.149, 5.76, 
6.1, 6.2, 6.3, 6.6, 6.7, 6.8, 6.22, 6.24, 
6.25, 6.29, 6.74, 6.90, 6.91, 6.104, 
6.122, 6.124, 6.132, 6.133, 6.140, 7.1, 
7.2, 7.3, 7.6, 7.8, 7.9, 7.10, 7.11, 7.16, 
7.27, 7.38, 7.42, 7.46, 7.47, 7.71, 7.72, 
7.73, 7.77, 7.78, 7.82, 7.83, 7.84, 7.90, 
7.91, 7.97, 7.105, 7.106, 7.112, 7.119, 
7.120, 7.121, 7.124, 7.130, 7.131, 
7.135, 7.140, 7.141, 7.142, 8.1, 8.3, 
8.5, 8.6, 8.7, 8.8, 8.9, 8.12, 8.14, 8.15, 
8.17, 8.19, 8.30, 8.31, 8.32, 8.37, 8.40, 
8.41, 8.44, 8.48, 8.49, 8.50, 8.51, 8.72, 
8.84, 8.85, 8.86, 8.101, 9.18, 9.36, 9.37, 
9.38, 10.10, 10.11, 10.12, 10.13, 10.14, 
10.16, 10.17, 10.18, 10.19, 10.20, 
10.21, 10.27, 10.28, 10.30, 11.14, 
11.15, 11.16, 11.17, 11.22, 11.23, 
11.24, 11.25, 11.26, 11.27, 11.28, 
12.14, 12.15, 12.27, 12.35, 12.40, 
12.41, 12.42, 12.43, 12.44, 12.69, 13.7, 
13.8, 13.13, 13.14, 13.19, 13.20, 13.21, 
13.31, 14.3, 14.4, 14.5, 14.6, 14.7, 
14.8, 14.11, 14.13, 14.14, 14.26, 14.27, 
14.28, 14.34, 14.35, 14.36, 14.41, 
14.44, 15.1, 15.2, 15.3, 15.4, 15.5, 
15.6, 15.20, 15.21, 15.22, 15.23, 15.24, 
15.25, 15.26, 15.27, 15.28, 15.29, 
15.32, 15.33, 15.47, 16.1, 16.3, 16.4, 
16.9, 16.11, 16.14, 16.15, 16.16, 16.25, 
16.30, 16.31, 16.34, 16.47, 16.48, 
16.49, 16.53, 16.55, 16.57, 16.61, 
16.62, 16.63, 16.64, 16.66, 16.70, 
16.73, 16.74, 16.82, 16.83, 16.94, 
16.98, 16.99, 17.10, 17.36, 17.38, 
17.39, 17.64, 17.69, 17.70, 17.71, 
17.72, 17.74, 17.83, 17.84

Demographics and characteristics 
of people:
1.25, 1.26, 1.27, 1.29, 1.32, 1.33, 2.28, 
2.29, 2.30, 2.124, 2.146, 2.147, 2.160, 
2.161, 4.56, 5.1, 5.12, 5.13, 5.20, 5.51, 
5.52, 5.53, 5.54, 5.55, 5.56, 5.60, 5.62, 
5.66, 6.9, 6.10, 6.17, 6.18, 6.23, 6.35, 
6.57, 6.66, 7.26, 7.28, 7.144, 8.38, 
11.33, 11.34, 11.35, 12.50, 12.63, 
13.10, 13.11, 16.11, 16.23



10.43, 10.50, 10.58, 10.60, 10.61, 
11.21, 11.36, 11.37, 11.38, 11.39, 
11.40, 11.41, 12.26, 12.31, 12.32, 
12.33, 12.36, 12.39, 12.45, 12.47, 
12.48, 12.49, 12.53, 12.68, 13.15, 
13.18, 13.22, 13.23, 13.24, 13.25, 
13.26, 13.33, 13.36, 13.37, 13.38, 
14.15, 14.16, 14.17, 14.18, 14.19, 
14.20, 14.21, 14.29, 14.30, 14.37, 
14.38, 14.39, 14.40, 14.43, 14.45, 
14.46, 15.7, 15.31, 15.36, 15.41, 
15.42, 15.43, 15.48, 15.49, 15.50, 
15.52, 16.58, 16.67, 16.76, 16.77, 
16.78, 16.84, 17.54, 17.78

Humanities and social sciences:
1.76, 1.118, 1.119, 2.107, 2.122, 
2.138, 2.139, 3.6, 3.61, 3.63, 3.72, 
3.77, 3.78, 3.79, 3.97, 3.98, 3.99, 
3.111, 3.115, 3.116, 3.120, 3.133, 
3.137, 3.138, 4.12, 4.13, 4.27, 4.28, 
4.32, 4.61, 4.65, 4.66, 4.118, 4.119, 
4.120, 4.126, 4.127, 4.152, 5.30, 5.31, 
5.60, 5.62, 5.66, 6.11, 6.17, 6.18, 
6.55, 6.56, 6.62, 6.70, 6.124, 6.140, 
7.12, 7.13, 7.14, 7.15, 7.29, 7.33, 
7.34, 7.35, 7.55, 7.67, 7.71, 7.90, 
7.125, 7.126, 7.128, 7.130, 7.131, 
7.139, 8.2, 8.4, 8.12, 8.25, 8.26, 8.28, 
8.35, 8.36, 8.71, 8.73, 8.92, 8.93, 
8.99, 9.25, 9.26, 9.27, 9.28, 9.40, 
9.44, 9.45, 9.49, 10.42, 10.43, 10.50, 
10.58, 10.59, 11.19, 11.33, 11.34, 
11.35, 12.22, 12.23, 12.24, 12.25, 
12.34, 12.36, 12.37, 12.38, 12.46, 
12.67, 13.7, 13.8, 13.9, 13.16, 13.17, 
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Statistics is the science of data. Introduction to the Practice of Statistics 
(IPS) is an introductory text based on this principle. We present methods 

of basic statistics in a way that emphasizes working with data and mastering 
statistical reasoning. IPS is elementary in mathematical level but conceptually 
rich in statistical ideas. After completing a course based on our text, we would 
like students to be able to think objectively about conclusions drawn from 
data and use statistical methods in their own work.

In IPS we combine attention to basic statistical concepts with a compre-
hensive presentation of the elementary statistical methods that students will 
find useful in their work. IPS has been successful for several reasons:

1. IPS examines the nature of modern statistical practice at a level suitable 
for beginners. We focus on the production and analysis of data as well as 
the traditional topics of probability and inference.

2. IPS has a logical overall progression, so data production and data analysis 
are a major focus, while inference is treated as a tool that helps us draw 
conclusions from data in an appropriate way.

3. IPS presents data analysis as more than a collection of techniques for 
exploring data. We emphasize systematic ways of thinking about data. 
Simple principles guide the analysis: always plot your data; look for over-
all patterns and deviations from them; when looking at the overall pattern 
of a distribution for one variable, consider shape, center, and spread; for 
relations between two variables, consider form, direction, and strength; 
always ask whether a relationship between variables is influenced by other 
variables lurking in the background. We warn students about pitfalls in 
clear cautionary discussions.

4. IPS uses real examples to drive the exposition. Students learn the tech-
nique of least-squares regression and how to interpret the regression slope. 
But they also learn the conceptual ties between regression and correlation 
and the importance of looking for influential observations.

5. IPS is aware of current developments both in statistical science and in 
teaching statistics. Brief optional Beyond the Basics sections give quick 
overviews of topics such as density estimation, scatterplot smoothers, 
data mining, nonlinear regression, and meta-analysis. Chapter 16 gives 
an elementary introduction to the bootstrap and other computer-intensive 
statistical methods.

The title of the book expresses our intent to introduce readers to statistics 
as it is used in practice. Statistics in practice is concerned with drawing con-
clusions from data. We focus on problem solving rather than on methods that 
may be useful in specific settings.

GAISE The College Report of the Guidelines for Assessment and Instruction 
in Statistics Education (GAISE) Project (http://www.amstat.org/education/
gaise/) was funded by the American Statistical Association to make recom-
mendations for how introductory statistics courses should be taught. This report 
contains many interesting teaching suggestions and we strongly recommend 
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that you read it. The philosophy and approach of IPS closely reflect the 
GAISE recommendations. Let’s examine each of the recommendations in the 
context of IPS.

1. Emphasize statistical literacy and develop statistical thinking. Through 
our experiences as applied statisticians, we are very familiar with the com-
ponents that are needed for the appropriate use of statistical methods. We 
focus on collecting and finding data, evaluating the quality of data, perform-
ing statistical analyses, and drawing conclusions. In examples and exercises 
throughout the text, we emphasize putting the analysis in the proper context 
and translating numerical and graphical summaries into conclusions.

2. Use real data. Many of the examples and exercises in IPS include data that 
we have obtained from collaborators or consulting clients. Other data sets 
have come from research related to these activities. We have also used the 
Internet as a data source, particularly for data related to social media and 
other topics of interest to undergraduates. With our emphasis on real data, 
rather than artificial data chosen to illustrate a calculation, we frequently 
encounter interesting issues that we explore. These include outliers and 
nonlinear relationships. All data sets are available from the text website.

3. Stress conceptual understanding rather than mere knowledge of 
procedures. With the software available today, it is very easy for almost 
anyone to apply a wide variety of statistical procedures, both simple and 
complex, to a set of data. Without a firm grasp of the concepts, such 
applications are frequently meaningless. By using the methods that we 
present on real sets of data, we believe that students will gain an excellent 
understanding of these concepts. Our emphasis is on the input (questions 
of interest, collecting or finding data, examining data) and the output (con-
clusions) for a statistical analysis. Formulas are given only where they will 
provide some insight into concepts.

4. Foster active learning in the classroom. As we mentioned above, we 
believe that statistics is exciting as something to do rather than some-
thing to talk about. Throughout the text we provide exercises in Use Your 
Knowledge sections that ask the students to perform some relatively simple 
tasks that reinforce the material just presented. Other exercises are particu-
larly suited to being worked and discussed within a classroom setting.

5. Use technology for developing concepts and analyzing data. Technology 
has altered statistical practice in a fundamental way. In the past, some of 
the calculations that we performed were particularly difficult and tedious. 
In other words, they were not fun. Today, freed from the burden of compu-
tation by software, we can concentrate our efforts on the big picture: what 
questions are we trying to address with a study and what can we conclude 
from our analysis?

6. Use assessments to improve and evaluate student learning. Our goal 
for students who complete a course based on IPS is that they are able 
to design and carry out a statistical study for a project in their capstone 
course or other setting. Our exercises are oriented toward this goal. Many 
ask about the design of a statistical study and the collection of data. 
Others ask for a paragraph summarizing the results of an analysis. This 
recommendation includes the use of projects, oral presentations, article 
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critiques, and written reports. We believe that students using this text will 
be well prepared to undertake these kinds of activities. Furthermore, we 
view these activities not only as assessments but also as valuable tools for 
learning statistics.

Teaching Recommendations We have used IPS in courses taught to a vari-
ety of student audiences. For general undergraduates from mixed disciplines, 
we recommend covering Chapters 1 to 8 and Chapters 9, 10, or 12. For a 
quantitatively strong audience—sophomores planning to major in actuarial 
science or statistics—we recommend moving more quickly. Add Chapters 10 
and 11 to the core material in Chapters 1 to 8. In general, we recommend 
de-emphasizing the material on probability because these students will take a 
probability course later in their program. For beginning graduate students in 
such fields as education, family studies, and retailing, we recommend that the 
students read the entire text (Chapters 11 and 13 lightly), again with reduced 
emphasis on Chapter 4 and some parts of Chapter 5. In all cases, beginning 
with data analysis and data production (Part I) helps students overcome their 
fear of statistics and builds a sound base for studying inference. We believe 
that IPS can easily be adapted to a wide variety of audiences.

The Eighth Edition: What’s New?

• Text Organization Each section now begins with the phrase “When you 
complete this section, you will be able to” followed by a bulleted list of 
behavioral objectives that the students should be able to master. Exercises 
that focus on these objectives appear at the beginning of the section exer-
cises. The long introduction to Chapter 1 has been replaced by a short 
introduction and a new section titled “Data,” which gives an overview of the 
basic ideas on the key characteristics of a set of data. The same approach 
has been taken with Chapters 2 and 3, which now have new sections titled 
“Relationships” and “Sources of Data,” respectively. A short introduction to 
the Poisson distribution has been added to Section 5.2. Sections 9.1 and 9.2 
have been combined with a more concise presentation of the material 
on computation and models from Section 5.2 of the seventh edition. In 
Chapter 16, the use of S-PLUS software has been replaced by R. Sections 
previously marked as optional are no longer given this designation. We 
have found that instructors make a variety of choices regarding what to 
include in their courses. General guidelines for different types of students 
are given in the Teaching Recommendations paragraph above.

• Design A new design incorporates colorful, revised figures throughout 
to aid the students’ understanding of text material. Photographs related to 
chapter examples and exercises make connections to real-life applications 
and provide a visual context for topics. More figures with software output 
have been included.

• Exercises and Examples Over 50% of the exercises are new or revised. 
There are more than 1700 exercises, a slight increase over the total in the 
seventh edition. To maintain the attractiveness of the examples to students, 
we have replaced or updated a large number of them. Over 35% of the 
422 examples are new or revised. A list of exercises and examples catego-
rized by application area is provided on the inside of the front cover.
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In addition to the new eighth edition enhancements, IPS has retained the 
successful pedagogical features from previous editions:

• Look Back At key points in the text, Look Back margin notes direct the 
reader to the first explanation of a topic, providing page numbers for easy 
reference.

• Caution Warnings in the text, signaled by a caution icon, help students 
avoid common errors and misconceptions.

• Challenge Exercises More challenging exercises are signaled with an 
icon. Challenge exercises are varied: some are mathematical, some require 
open-ended investigation, and others require deeper thought about the basic 
concepts.

• Applets Applet icons are used throughout the text to signal where related 
interactive statistical applets can be found on the IPS website.

• Use Your Knowledge Exercises We have found these to be a very useful 
learning tool. Therefore, we have increased the number and variety of these 
exercises. These exercises are listed, with page numbers, before the section-
ending exercises.
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W. H. Freeman’s new online homework system, LaunchPad, offers our quality 
content curated and organized for easy assignability in a simple but power-
ful interface. We’ve taken what we’ve learned from thousands of instructors 
and hundreds of thousands of students to create a new generation of W. H. 
Freeman/Macmillan technology.

Curated Units. Combining a curated collection of videos, homework sets, 
tutorials, applets, and e-Book content, LaunchPad’s interactive units give 
you a building block to use as is or as a starting point for your own learning 
units. Thousands of exercises from the text can be assigned as online home-
work, including many algorithmic exercises. An entire unit’s worth of work 
can be assigned in seconds, drastically reducing the amount of time it takes 
for you to have your course up and running.

Easily customizable. You can customize the LaunchPad Units by add-
ing quizzes and other activities from our vast wealth of resources. You can 
also add a discussion board, a dropbox, and RSS feed, with a few clicks. 
LaunchPad allows you to customize your students’ experience as much or as 
little as you like.

Useful analytics. The gradebook quickly and easily allows you to look up 
performance metrics for classes, individual students, and individual 
assignments.

Intuitive interface and design. The student experience is simplified. 
Students’ navigation options and expectations are clearly laid out at all 
times, ensuring they can never get lost in the system.

Assets integrated into LaunchPad include: 

Interactive e-Book. Every LaunchPad e-Book comes with powerful study 
tools for students, video and multimedia content, and easy customization for 
instructors. Students can search, highlight, and bookmark, making it easier 
to study and access key content. And teachers can ensure that their classes 
get just the book they want to deliver: customize and rearrange chapters, 
add and share notes and discussions, and link to quizzes, activities, and 
other resources.

LearningCurve provides students and instructors with powerful adaptive 
quizzing, a game-like format, direct links to the e-Book, and instant feed-
back. The quizzing system features questions tailored specifically to the text 
and adapts to students’ responses, providing material at different difficulty 
levels and topics based on student performance. 

SolutionMaster offers an easy-to-use web-based version of the instructor’s 
solutions, allowing instructors to generate a solution file for any set of 
homework exercises.

New Stepped Tutorials are centered on algorithmically generated quizzing 
with step-by-step feedback to help students work their way toward the 
correct solution. These new exercise tutorials (two to three per chapter) are 
easily assignable and assessable.

M E D I A  A N D  S U P P L E M E N T S
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Statistical Video Series consists of StatClips, StatClips Examples, 
and Statistically Speaking “Snapshots.” View animated lecture videos, 
whiteboard lessons, and documentary-style footage that illustrate key 
statistical concepts and help students visualize statistics in real-world 
scenarios.

New Video Technology Manuals available for TI-83/84 calculators, 
Minitab, Excel, JMP, SPSS, R, Rcmdr, and CrunchIT!® provide brief 
instructions for using specific statistical software.

Updated StatTutor Tutorials offer multimedia tutorials that explore 
important concepts and procedures in a presentation that combines video, 
audio, and interactive features. The newly revised format includes built-in, 
assignable assessments and a bright new interface.

Updated Statistical Applets give students hands-on opportunities to 
familiarize themselves with important statistical concepts and procedures, in 
an interactive setting that allows them to manipulate variables and see the 
results graphically. Icons in the textbook indicate when an applet is available 
for the material being covered.

CrunchIT!® is a web-based statistical program that allows users to perform 
all the statistical operations and graphing needed for an introductory statis-
tics course and more. It saves users time by automatically loading data from 
IPS 8e, and it provides the flexibility to edit and import additional data.

Stats@Work Simulations put students in the role of the statistical 
consultant, helping them better understand statistics interactively within 
the context of real-life scenarios.

EESEE Case Studies (Electronic Encyclopedia of Statistical Examples and 
Exercises), developed by The Ohio State University Statistics Department, 
teach students to apply their statistical skills by exploring actual case studies 
using real data.

Data files are available in ASCII, Excel, TI, Minitab, SPSS (an IBM 
Company),* and JMP formats.

Student Solutions Manual provides solutions to the odd-numbered 
exercises in the text. Available electronically within LaunchPad, as well as 
in print form.

Interactive Table Reader allows students to use statistical tables 
interactively to seek the information they need.

Instructor’s Guide with Full Solutions includes teaching suggestions, 
chapter comments, and detailed solutions to all exercises. Available 
electronically within LaunchPad, as well as on the IRCD and in print form.

Test Bank offers hundreds of multiple-choice questions. Also available on 
CD-ROM (for Windows and Mac), where questions can be downloaded, edit-
ed, and resequenced to suit each instructor’s needs.

Lecture PowerPoint Slides offer a detailed lecture presentation of statisti-
cal concepts covered in each chapter of IPS.

*SPSS was acquired by IBM in October 2009.

CHALLENGE
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Additional Resources Available with IPS 8e

Companion Website www.whfreeman.com/ips8e This open-access 
website includes statistical applets, data files, supplementary exercises, 
and self-quizzes. The website also offers four optional companion chapters 
covering logistic regression, nonparametric tests, bootstrap methods and 
permutation tests, and statistics for quality control and capability.
 Instructor access to the Companion Website requires user registration as 
an instructor and features all of the open-access student web materials, plus:

• Instructor version of EESEE with solutions to the exercises in the student 
version.

• PowerPoint Slides containing all textbook figures and tables.

• Lecture PowerPoint Slides

Special Software Packages Student versions of JMP and Minitab are avail-
able for packaging with the text. Contact your W. H. Freeman representative 
for information or visit www.whfreeman.com.

Enhanced Instructor’s Resource CD-ROM, ISBN: 1-4641-3360-3 Allows 
instructors to search and export (by key term or chapter) all the resources 
available on the student companion website plus the following:

• All text images and tables

• Instructor’s Guide with Full Solutions

• PowerPoint files and lecture slides

• Test Bank files

Course Management Systems W. H. Freeman and Company provides 
courses for Blackboard, Angel, Desire2Learn, Canvas, Moodle, and Sakai 
course management systems. These are completely integrated solutions that 
you can easily customize and adapt to meet your teaching goals and course 
objectives. Visit macmillanhighered.com/Catalog/other/Coursepack for more 
information.

iClicker is a two-way radio-frequency classroom response solution developed 
by educators for educators. Each step of i-clicker’s development has been 
informed by teaching and learning. To learn more about packaging i-clicker 
with this textbook, please contact your local sales rep or visit www.iclicker.
com.

http://www.whfreeman.com/ips8e
http://www.whfreeman.com
http://www.iclicker.com
http://www.iclicker.com


xxi

Statistics is the science of collecting, organizing, and interpreting numeri-
cal facts, which we call data. We are bombarded by data in our everyday 

lives. The news mentions movie box-office sales, the latest poll of the president’s 
popularity, and the average high temperature for today’s date. Advertisements 
claim that data show the superiority of the advertiser’s product. All sides in pub-
lic debates about economics, education, and social policy argue from data. A 
knowledge of statistics helps separate sense from nonsense in this flood of data.

The study and collection of data are also important in the work of many 
professions, so training in the science of statistics is valuable preparation for 
a variety of careers. Each month, for example, government statistical offices 
release the latest numerical information on unemployment and inflation. 
Economists and financial advisers, as well as policy makers in government 
and business, study these data in order to make informed decisions. Doctors 
must understand the origin and trustworthiness of the data that appear 
in medical journals. Politicians rely on data from polls of public opinion. 
Business decisions are based on market research data that reveal consumer 
tastes and preferences. Engineers gather data on the quality and reliability of 
manufactured products. Most areas of academic study make use of numbers 
and, therefore, also make use of the methods of statistics. This means it is 
extremely likely that your undergraduate research projects will involve, at 
some level, the use of statistics.

Learning from Data

The goal of statistics is to learn from data. To learn, we often perform calcula-
tions or make graphs based on a set of numbers. But to learn from data, we 
must do more than calculate and plot, because data are not just numbers; they 
are numbers that have some context that helps us learn from them.

Two-thirds of Americans are overweight or obese according to the Centers 
for Disease Control and Prevention (CDC) website (www.cdc.gov/nchs/nhanes.
htm). What does it mean to be obese or to be overweight? To answer this ques-
tion we need to talk about body mass index (BMI). Your weight in kilograms 
divided by the square of your height in meters is your BMI. A man who is 6 feet 
tall (1.83 meters) and weighs 180 pounds (81.65 kilograms) will have a BMI of 
81.65/(1.83)2 5 24.4 kg/m2. How do we interpret this number? According to the 
CDC, a person is classified as overweight if his or her BMI is between 25 and 
29 kg/m2 and as obese if his or her BMI is 30 kg/m2 or more. Therefore, two-
thirds of Americans have a BMI of 25 kg/m2 or more. The man who weighs 180 
pounds and is 6 feet tall is not overweight or obese, but if he gains 5 pounds, 
his BMI would increase to 25.1, and he would be classified as overweight.

When you do statistical problems, even straightforward textbook prob-
lems, don’t just graph or calculate. Think about the context and state your 
conclusions in the specific setting of the problem. As you are learning how 
to do statistical calculations and graphs, remember that the goal of statistics 
is not calculation for its own sake but gaining understanding from numbers. 
The calculations and graphs can be automated by a calculator or software, 
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but you must supply the understanding. This book presents only the most 
common specific procedures for statistical analysis. A thorough grasp of 
the principles of statistics will enable you to quickly learn more advanced 
methods as needed. On the other hand, a fancy computer analysis carried out 
without attention to basic principles will often produce elaborate nonsense. 
As you read, seek to understand the principles as well as the necessary details 
of methods and recipes.

The Rise of Statistics

Historically, the ideas and methods of statistics developed gradually as soci-
ety grew interested in collecting and using data for a variety of applications. 
The earliest origins of statistics lie in the desire of rulers to count the number 
of inhabitants or measure the value of taxable land in their domains. As the 
physical sciences developed in the seventeenth and eighteenth centuries, the 
importance of careful measurements of weights, distances, and other physical 
quantities grew. Astronomers and surveyors striving for exactness had to deal 
with variation in their measurements. Many measurements should be better 
than a single measurement, even though they vary among themselves. How 
can we best combine many varying observations? Statistical methods that are 
still important were invented in order to analyze scientific measurements.

By the nineteenth century, the agricultural, life, and behavioral sciences 
also began to rely on data to answer fundamental questions. How are the 
heights of parents and children related? Does a new variety of wheat produce 
higher yields than the old, and under what conditions of rainfall and fertilizer? 
Can a person’s mental ability and behavior be measured just as we measure 
height and reaction time? Effective methods for dealing with such questions 
developed slowly and with much debate.

As methods for producing and understanding data grew in number and 
sophistication, the new discipline of statistics took shape in the twentieth 
century. Ideas and techniques that originated in the collection of government 
data, in the study of astronomical or biological measurements, and in the 
attempt to understand heredity or intelligence came together to form a uni-
fied “science of data.” That science of data—statistics—is the topic of this text.

The Organization of This Book

Part I of this book, called simply “Looking at Data,” concerns data analysis 
and data production. The first two chapters deal with statistical methods 
for organizing and describing data. These chapters progress from simpler to 
more complex data. Chapter 1 examines data on a single variable, Chapter 2 
is devoted to relationships among two or more variables. You will learn both 
how to examine data produced by others and how to organize and summa-
rize your own data. These summaries will first be graphical, then numerical, 
and then, when appropriate, in the form of a mathematical model that gives 
a compact description of the overall pattern of the data. Chapter 3 outlines 
arrangements (called designs) for producing data that answer specific ques-
tions. The principles presented in this chapter will help you to design proper 
samples and experiments for your research projects and to evaluate other 
such investigations in your field of study.
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Part II, consisting of Chapters 4 to 8, introduces statistical inference—
formal methods for drawing conclusions from properly produced data. 
Statistical inference uses the language of probability to describe how reli-
able its conclusions are, so some basic facts about probability are needed to 
understand inference. Probability is the subject of Chapters 4 and 5. Chapter 
6, perhaps the most important chapter in the text, introduces the reasoning 
of statistical inference. Effective inference is based on good procedures for 
producing data (Chapter 3), careful examination of the data (Chapters 1 and 
2), and an understanding of the nature of statistical inference as discussed 
in Chapter 6. Chapters 7 and 8 describe some of the most common specific 
methods of inference, for drawing conclusions about means and proportions 
from one and two samples.

The five shorter chapters in Part III introduce somewhat more advanced 
methods of inference, dealing with relations in categorical data, regression 
and correlation, and analysis of variance. Four supplementary chapters, avail-
able from the text website, present additional statistical topics.

What Lies Ahead
Introduction to the Practice of Statistics is full of data from many different 
areas of life and study. Many exercises ask you to express briefly some under-
standing gained from the data. In practice, you would know much more about 
the background of the data you work with and about the questions you hope 
the data will answer. No textbook can be fully realistic. But it is important to 
form the habit of asking, “What do the data tell me?” rather than just concen-
trating on making graphs and doing calculations.

You should have some help in automating many of the graphs and calcula-
tions. You should certainly have a calculator with basic statistical functions. 
Look for keywords such as “two-variable statistics” or “regression” when you 
shop for a calculator. More advanced (and more expensive) calculators will do 
much more, including some statistical graphs. You may be asked to use soft-
ware as well. There are many kinds of statistical software, from spreadsheets 
to large programs for advanced users of statistics. The kind of computing 
available to learners varies a great deal from place to place—but the big ideas 
of statistics don’t depend on any particular level of access to computing.

Because graphing and calculating are automated in statistical practice, 
the most important assets you can gain from the study of statistics are an 
understanding of the big ideas and the beginnings of good judgment in work-
ing with data. Ideas and judgment can’t (at least yet) be automated. They 
guide you in telling the computer what to do and in interpreting its output. 
This book tries to explain the most important ideas of statistics, not just teach 
methods. Some examples of big ideas that you will meet are “always plot your 
data,” “randomized comparative experiments,” and “statistical significance.”

You learn statistics by doing statistical problems. “Practice, practice, prac-
tice.” Be prepared to work problems. The basic principle of learning is per-
sistence. Being organized and persistent is more helpful in reading this book 
than knowing lots of math. The main ideas of statistics, like the main ideas 
of any important subject, took a long time to discover and take some time to 
master. The gain will be worth the pain.
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Looking at Data—Distributions

Introduction

Statistics is the science of learning from data. Data are numerical or qualitative 
descriptions of the objects that we want to study. In this chapter, we will master 
the art of examining data.
 We begin in Section 1.1 with some basic ideas about data. We will learn about 
the different types of data that are collected and how data sets are organized.
 Section 1.2 starts our process of learning from data by looking at graphs. 
These visual displays give us a picture of the overall patterns in a set of data. 
We have excellent software tools that help us make these graphs. However, it 
takes a little experience and a lot of judgment to study the graphs carefully and 
to explain what they tell us about our data.
 Section 1.3 continues our process of learning from data by computing 
numerical summaries. These sets of numbers describe key characteristics of 
the patterns that we saw in our graphical summaries.
 A final section in this chapter helps us make the transition from data sum-
maries to statistical models. We learn about using density curves to describe 
a set of data. The Normal distributions are also introduced in this section. 
These distributions can be used to describe many sets of data that we will 
encounter. They also play a fundamental role in the methods that we will use 
to draw conclusions from many sets of data.

1.1 Data

1.2 Displaying 
Distributions with 
Graphs

1.3 Describing 
Distributions with 
Numbers

1.4 Density Curves and 
Normal Distributions

1C H A P T E R
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1.1 Data

When you complete this section, you will be able to

• Give examples of cases in a data set.

• Identify the variables in a data set.

• Demonstrate how a label can be used as a variable in a data set.

• Identify the values of a variable.

• Classify variables as categorical or quantitative.

• Describe the key characteristics of a set of data.

• Explain how a rate is the result of adjusting one variable to create another.

 A statistical analysis starts with a set of data. We construct a set of data by 
first deciding what cases, or units, we want to study. For each case, we record 
information about characteristics that we call variables.

CASES, LABELS, VARIABLES, AND VALUES

Cases are the objects described by a set of data. Cases may be customers, 
companies, subjects in a study, units in an experiment, or other objects.

A label is a special variable used in some data sets to distinguish the 
different cases.

A variable is a characteristic of a case.

Different cases can have different values of the variables.

1.1 Over 12 billion sold. Apple’s music-related products and services gen-
erated $1.8 billion in the third quarter of 2012. Since Apple started market-
ing iTunes in 2003, they have sold over 12 billion songs. Let’s take a look at 
this remarkable product. Figure 1.1 is part of an iTunes playlist named IPS. 
The six songs shown are cases. They are numbered from 1 to 6 in the first 
column. These numbers are the labels that distinguish the six songs. The 
following five columns give name (of the song), time (the length of time it 
takes to play the song), artist, album, and genre.

E X A M P L E

 Some variables, like the name of a song and the artist simply place cases 
into categories. Others, like the length of a song, take numerical values for 
which we can do arithmetic. It makes sense to give an average length of time 
for a collection of songs, but it does not make sense to give an “average” 
album. We can, however, count the numbers of songs on different albums, and 
we can do arithmetic with these counts.
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CATEGORICAL AND QUANTITATIVE VARIABLES

A categorical variable places a case into one of several groups or categories.

A quantitative variable takes numerical values for which arithmetic 
operations such as adding and averaging make sense.

The distribution of a variable tells us what values it takes and how often 
it takes these values.

1.2 Categorical and quantitative variables in iTunes playlist. The IPS 
iTunes playlist contains five variables. These are the name, time, artist, 
album, and genre. The time is a quantitative variable. Name, artist, album, 
and genre are categorical variables.

E X A M P L E

FIGURE 1.1 Part of an iTunes 
playlist, for Example 1.1.

An appropriate label for your cases should be chosen carefully. In our iTunes 
example, a natural choice of a label would be the name of the song. However, 
if you have more than one artist performing the same song, or the same artist 
performing the same song on different albums, then the name of the song 
would not uniquely label each of the songs in your playlist.

A quantitative variable such as the time in the iTunes playlist requires some 
special attention before we can do arithmetic with its values. The first song in the 
playlist has time equal to 3:32—that is, 3 minutes and 32 seconds. To do arith-
metic with this variable, we should first convert all the values so that they have 
a single unit. We could convert to seconds; 3 minutes is 180 seconds, so the total 
time is 180 + 32, or 212 seconds. An alternative would be to convert to minutes; 
32 seconds is 0.533 minute, so time written in this way is 3.533 minutes.

 1.1 Time in the iTunes playlist. In the iTunes playlist, do you prefer to 
convert the time to seconds or minutes? Give a reason for your answer.

USE YOUR KNOWLEDGE

 We use the term units of measurement to refer to the seconds or minutes 
that tell us how the variable time is measured. If we were measuring heights of 
children, we might choose to use either inches or centimeters. The units of mea-
surement are an important part of the description of a quantitative variable.

units of measurement
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Key characteristics of a data set
In practice, any set of data is accompanied by background information that 
helps us understand the data. When you plan a statistical study or explore data 
from someone else’s work, ask yourself the following questions:

1. Who? What cases do the data describe? How many cases does the data set 
contain?

2. What? How many variables do the data contain? What are the exact 
definitions of these variables? What are the units of measurement for each 
quantitative variable?

3. Why? What purpose do the data have? Do we hope to answer some spe-
cific questions? Do we want to draw conclusions about cases other than 
the ones we actually have data for? Are the variables that are recorded 
suitable for the intended purpose?

1.3 Data for students in a statistics class. Figure 1.2 shows part of a data set 
for students enrolled in an introductory statistics class. Each row gives the 
data on one student. The values for the different variables are in the columns. 
This data set has eight variables. ID is a label for each student. Exam1, 
Exam2, Homework, Final, and Project give the points earned, out of a total of 
100 possible, for each of these course requirements. Final grades are based on 
a possible 200 points for each exam and the Final, 300 points for Homework, 
and 100 points for Project. TotalPoints is the variable that gives the composite 
score. It is computed by adding 2 times Exam1, Exam2, and Final, 3 times 
Homework, and 1 times Project. Grade is the grade earned in the course. This 
instructor used cutoffs of 900, 800, 700, etc. for the letter grades.

E X A M P L E

 1.2 Who, what, and why for the statistics class data. Answer the who, 
what, and why questions for the statistics class data set.

 1.3 Read the spreadsheet. Refer to Figure 1.2. Give the values of the vari-
ables Exam1, Exam2, and Final for the student with ID equal to 104.

USE YOUR KNOWLEDGE

FIGURE 1.2 Spreadsheet 
for Example 1.3.

1 ID

A B C D FE G H

2

3

4

5

6

101

102

103

104

105

Exam1

89

78

71

95

79

Exam2

94

84

80

98

88

Homework

88

90

75

97

85

Final

87

89

79

96

88

Project

95

94

95

93

96

TotalPoints

899

866

780

962

861

Grade

B

B

C

A

B

 Excel
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 1.4 Calculate the grade. A student whose data do not appear on the 
spreadsheet scored 83 on Exam1, 82 on Exam2, 77 for Homework, 90 on 
the Final, and 80 on the Project. Find TotalPoints for this student and 
give the grade earned.

The display in Figure 1.2 is from an Excel spreadsheet. Spreadsheets 
are very useful for doing the kind of simple computations that you did in 
Exercise 1.4. You can type in a formula and have the same computation 
performed for each row.
 Note that the names we have chosen for the variables in our spreadsheet 
do not have spaces. For example, we could have used the name “Exam 1” for 
the first-exam score rather than Exam1. In some statistical software packages, 
however, spaces are not allowed in variable names. For this reason, when creat-
ing spreadsheets for eventual use with statistical software, it is best to avoid 
spaces in variable names. Another convention is to use an underscore (_) 
where you would normally use a space. For our data set, we could use Exam_1, 
Exam_2, and Final_Exam.

spreadsheet

1.4 Cases and variables for the statistics class data. The data set in Figure 1.2 
was constructed to keep track of the grades for students in an introductory 
statistics course. The cases are the students in the class. There are eight 
variables in this data set. These include a label for each student and scores 
for the various course requirements. There are no units for ID and grade. 
The other variables all have “points” as the unit.

E X A M P L E

1.5 Statistics class data for a different purpose. Suppose that the data for 
the students in the introductory statistics class were also to be used to study 
relationships between student characteristics and success in the course. For 
this purpose, we might want to use a data set like the spreadsheet in Figure 1.3. 

E X A M P L E

FIGURE 1.3 Spreadsheet 
for Example 1.5.  Excel

1 ID

A B C D FE

2

3

4

5

6

101

102

103

104

105

TotalPoints

899

866

780

962

861

Grade

B

B

C

A

B

Gender

F

M

M

M

F

PrevStat

Yes

Yes

No

No

No

Year

4

3

3

1

4
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 In our example, the possible values for the grade variable are A, B, C, D, 
and F. When computing grade point averages, many colleges and universities 
translate these letter grades into numbers using A 5 4, B 5 3, C 5 2, D 5 1, 
and F 5 0. The transformed variable with numeric values is considered to be 
quantitative because we can average the numerical values across different 
courses to obtain a grade point average.
 Sometimes, experts argue about numerical scales such as this. They ask 
whether or not the difference between an A and a B is the same as the differ-
ence between a D and an F. Similarly, many questionnaires ask people to 
respond on a 1 to 5 scale with 1 representing strongly agree, 2 representing 
agree, etc. Again, we could ask whether or not the five possible values for this 
scale are equally spaced in some sense. From a practical point of view, how-
ever, the averages that can be computed when we convert categorical scales 
such as these to numerical values frequently provide a very useful way to sum-
marize data.

 1.5 Apartment rentals. A data set lists apartments available for students to 
rent. Information provided includes the monthly rent, whether or not 
cable is included free of charge, whether or not pets are allowed, the 
number of bedrooms, and the distance to the campus. Describe the cases 
in the data set, give the number of variables, and specify whether each 
variable is categorical or quantitative.

USE YOUR KNOWLEDGE

Often the variables in a statistical study are easy to understand: height in 
centimeters, study time in minutes, and so on. But each area of work also has 
its own special variables. A psychologist uses the Minnesota Multiphasic 
Personality Inventory (MMPI), and a physical fitness expert measures “VO2 
max,” the volume of oxygen consumed per minute while exercising at your 
maximum capacity. Both of these variables are measured with special 
instruments. VO2 max is measured by exercising while breathing into a mouth-
piece connected to an apparatus that measures oxygen consumed. Scores on 
the MMPI are based on a long questionnaire, which is also an instrument.
 Part of mastering your field of work is learning what variables are impor-
tant and how they are best measured. Because details of particular measure-
ments usually require knowledge of the particular field of study, we will say 
little about them.

Be sure that each variable really does measure what you want it to. A poor 
choice of variables can lead to misleading conclusions. Often, for example, the 
rate at which something occurs is a more meaningful measure than a simple 
count of occurrences.

instrument

rate

Here, we have decided to focus on the TotalPoints and Grade as the out-
comes of interest. Other variables of interest have been included: Gender, 
PrevStat (whether or not the student has taken a statistics course previ-
ously), and Year (student classification as first, second, third, or fourth 
year). ID is a categorical variable, TotalPoints is a quantitative variable, and 
the remaining variables are all categorical.
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In Example 1.6, when we computed the graduation rate, we used the total 
number of students to adjust the number of graduates. We constructed a new 
variable by dividing the number of graduates by the total number of students. 
Computing a rate is just one of several ways of adjusting one variable to create 
another. We often divide one variable by another to compute a more meaningful 
variable to study. Example 1.20 (page 22) is another type of adjustment.

adjusting one variable 
to create another

 1.6 How should you express the change? Between the first exam and the 
second exam in your statistics course you increased the amount of time 
that you spent working exercises. Which of the following three ways 
would you choose to express the results of your increased work: (a) give 
the grades on the two exams, (b) give the ratio of the grade on the second 
exam divided by the grade on the first exam, or (c) take the difference 
between the grade on the second exam and the grade on the first exam, 
and express this as a percent of the grade on the first exam. Give reasons 
for your answer.

 1.7 Which variable would you choose. Refer to Example 1-6, on colleges 
and their graduates.

(a) Give a setting where you would prefer to evaluate the colleges based 
on the numbers of graduates. Give a reason for your choice.

(b) Give a setting where you would prefer to evaluate the colleges based 
on the graduation rates. Give a reason for your choice.

USE YOUR KNOWLEDGE

1.6 Comparing colleges based on graduates. Think about comparing col-
leges based on the numbers of graduates. This view tells you something 
about the relative sizes of different colleges. However, if you are interested 
in how well colleges succeed at graduating students whom they admit, it 
would be better to use a rate. For example, you can find data on the 
Internet on the six-year graduation rates of different colleges. These rates 
are computed by examining the progress of first-year students who enroll 
in a given year. Suppose that at College A there were 1000 first-year stu-
dents in a particular year, and 800 graduated within six years. The gradu-
ation rate is

800
1000

� 0.80

or 80%. College B has 2000 students who entered in the same year, and 1200 
graduated within six years. The graduation rate is

1200
2000

� 0.60

or 60%. How do we compare these two colleges? College B has more gradu-
ates, but College A has a better graduation rate.

E X A M P L E 
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 Exercises 1.6 and 1.7 illustrate an important point about presenting the 
results of your statistical calculations. Always consider how to best communicate 
your results to a general audience. For example, the numbers produced by your 
calculator or by statistical software frequently contain more digits than are 
needed. Be sure that you do not include extra information generated by soft-
ware that will distract from a clear explanation of what you have found.

SECTION 1.1 Summary
A data set contains information on a number of cases. Cases may be custom-
ers, companies, subjects in a study, units in an experiment, or other objects.

For each case, the data give values for one or more variables. A variable 
describes some characteristic of a case, such as a person’s height, gender, or 
salary. Variables can have different values for different cases.

A label is a special variable used to identify cases in a data set.
Some variables are categorical and others are quantitative. A categorical 

variable places each individual into a category, such as male or female. A 
quantitative variable has numerical values that measure some characteristic 
of each case, such as height in centimeters or annual salary in dollars.

The key characteristics of a data set answer the questions Who?, What?, 
and Why?

SECTION 1.1 Exercises
For Exercise 1.1, see page 3; for Exercises 1.2 to 1.4, see 
pages 4–5; for Exercise 1.5, see page 6; and for Exercises 1.6 
and 1.7, see page 7.

1.8 Summer jobs. You are collecting information about 
summer jobs that are available for college students in 
your area. Describe a data set that you could use to 
organize the information that you collect.

(a) What are the cases?

(b) Identify the variables and their possible values.

(c) Classify each variable as categorical or quantitative. 
Be sure to include at least one of each.

(d) Use a label and explain how you chose it.

(e) Summarize the key characteristics of your data set.

1.9 Employee application data. The personnel depart-
ment keeps records on all employees in a company. Here 
is the information that they keep in one of their data 
files: employee identification number, last name, first 
name, middle initial, department, number of years with 
the company, salary, education (coded as high school, 
some college, or college degree), and age.

(a) What are the cases for this data set?

(b) Describe each type of information as a label, a quan-
titative variable, or a categorical variable.

(c) Set up a spreadsheet that could be used to record the 
data. Give appropriate column headings and five sample 
cases.

1.10 How would you rank cities? Various organiza-
tions rank cities and produce lists of the 10 or the 100 
best based on various measures. Create a list of criteria 
that you would use to rank cities. Include at least eight 
variables and give reasons for your choices. Say whether 
each variable is quantitative or categorical.

1.11 Survey of students. A survey of students in an 
introductory statistics class asked the following ques-
tions: (1) age; (2) do you like to sing? (Yes, No); (3) can 
you play a musical instrument (not at all, a little, pretty 
well); (4) how much did you spend on food last week? 
(5) height.

(a) Classify each of these variables as categorical or 
quantitative and give reasons for your answers.

(b) For each variable give the possible values.

1.12 What questions would you ask? Refer to the 
previous exercise. Make up your own survey questions 
with at least six questions. Include at least two categori-
cal variables and at least two quantitative variables. Tell 
which variables are categorical and which are quantita-
tive. Give reasons for your answers. For each variable 
give the possible values.
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1.13 How would you rate colleges? Popular magazines 
rank colleges and universities on their “academic quality” 
in serving undergraduate students. Describe five variables 
that you would like to see measured for each college if 
you were choosing where to study. Give reasons for each 
of your choices.

1.14 Attending college in your state or in another 
state. The U.S. Census Bureau collects a large amount of 
information concerning higher education.1 For example, 
the bureau provides a table that includes the following 
variables: state, number of students from the state who 
attend college, number of students who attend college in 
their home state.

(a) What are the cases for this set of data?

(b) Is there a label variable? If yes, what is it?

(c) Identify each variable as categorical or quantitative.

(d) Explain how you might use each of the quantitative 
variables to explain something about the states.

(e) Consider a variable computed as the number of 
students in each state who attend college in the 
state divided by the total number of students from 
the state who attend college. Explain how you would 
use this variable explain something about the 
states.

1.15 Alcohol-impaired driving fatalities. A report on 
drunk-driving fatalities in the United States gives the 
number of alcohol-impaired driving fatalities for each 
state.2 Discuss at least three different ways that these 
numbers could be converted to rates. Give the advantages 
and disadvantages of each.

1.2 Displaying Distributions with Graphs

When you complete this section, you will be able to

• Analyze the distribution of a categorical variable using a bar graph.

• Analyze the distribution of a categorical variable using a pie chart.

• Analyze the distribution of a quantitative variable using a stemplot.

• Analyze the distribution of a quantitative variable using a histogram.

• Examine the distribution of a quantitative variable with respect to the 
overall pattern of the data and deviations from that pattern.

• Identify the shape, center, and spread of the distribution of a quantitative 
variable.

• Identify and describe any outliers in the distribution of a quantitative 
variable.

• Use a time plot to describe the distribution of a quantitative variable 
that is measured over time.

 Statistical tools and ideas help us examine data to describe their main 
features. This examination is called exploratory data analysis. Like an 
explorer crossing unknown lands, we want first to simply describe what we 
see. Here are two basic strategies that help us organize our exploration of a 
set of data:

• Begin by examining each variable by itself. Then move on to study the 
relationships among the variables.

• Begin with a graph or graphs. Then add numerical summaries of specific 
aspects of the data.

exploratory data analysis




